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INTRODUCTION

!e state of scams in the US is staggering, 
tragic, and while not easily solved, needs to be 
addressed. According to the 2024i FBI Cyber 
Crime report, the amount of money lost from 
internet crime alone surpassed $16 billion, rising 
33% between 2023 and 2024.  !is amount in-
cluded the data from over 880k complaints from 
people who reported the scams and losses, but 
underreporting is a constant challenge. !e true 
amount lost is surely significantly higher.

For Americans 60+, over $4.8 billion was lost 
last year from cybercrime – with much of that 
money lost in scams focused on investments, 
tech support, romance scams, impersonation 
scams, threats of violence, and more. Report-
ed complaints of phishing, when a text or email 
attempts to get you to click on something and 
provide information under false pretenses, has 
exploded nearly tenfold between 2023 and 2024. 

Generative AI, the type of technology behind 
ChatGPT, ElevenLabs, Sora, and other con-
tent creation machines, is one of many types of 
technologies that facilitate the rise in the scale, 
accuracy, and plausibility of scams perpetrated 
through text, phone calls, emails, social media 
ads, and more. Investment scams, tech support 
scams, romance scams, impersonation scams, 
and phishing are the exact type that AI can 
“help” supercharge.ii  

While AI companies are not responsible for the 
fact these scams exist, most are not implement-
ing enough moderation or guardrails to limit 
how their platforms work to enable scams. !ey 
have choices at every stage and are generally not 
doing enough to protect people. AI companies 
should be establishing safeguards, monitoring 
usage, and being transparent about the capa-
bilities and limitations of their technologies, with 
use policies that are walking the walk. By doing 
so, they can help protect consumers from fraud 
and maintain trust in their products. 

Still, this concern is only growing and being rec-
ognized by government agencies from places all 
over the political spectrum: 

!e FBI warned last year, “!ese tools as-
sist with content creation and can correct for 
human errors that might otherwise serve as 
warning signs of fraud. !e creation or distri-
bution of synthetic content is not inherently 
illegal; however, synthetic content can be used 
to facilitate crimes, such as fraud and extor-
tion.”iii
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!e DC Attorney General shared “We are wit-
nessing a disturbing upward trend of scam-
mers preying on District residents, particularly 
seniors, using artificial intelligence to steal 
their money, sensitive information and data,” 
said Attorney General Schwalb. “I urge every-
one to be cautious when receiving unexpect-
ed calls or messages, especially those that 
relay an unusual sense of urgency or request 
personal information. And if anyone believes 
they’ve been the victim of one of these deep-
fake telemarketing scams, they should imme-
diately report it to OAG’s Consumer Protection 
team.”iv 

!e Maryland Attorney General shared last 
year that “Voices generated by AI are o"en 
used in scams. !ese are fake voices created 
by computers to sound like real people. Scam-
mers use this technology, mimicking voices 
and even speech patterns, to trick people into 
believing they are talking to someone they 
know or trust. !is makes it very difficult to 
di$erentiate between a legitimate call and a 
scam. !e bottom line is no matter what kind 
of technology or trickery these fraudsters use, 
you can learn how to e$ectively spot and 
avoid all kinds of imposter scams.”v 

!e Arizona Attorney General posted recent-
ly on social media, sharing, “Scammers are 
using advanced AI technology to attempt to 
gain your money or personal information. If 
you or someone you know has been a vic-
tim of a scam, our office is here to help. File 
a complaint at http://azag.gov/complaints/
criminal” 

A whole host of new and unregulated, for the 
most part, technologies contribute to this prob-
lem and offer a scary path forward with in-
creasing improvement and use. According to 
the Federal Trade Commission (FTC), the highest 
overall reported losses originated on social ($1.9 
billion) with the highest overall number of re-
ported instances of scams originating over email 
(372,000).vi  While this report focuses on the 
issues Generative AI causes and how they should 
be addressed, it’s just one technology on one 
part of the “scam stack,” with many more being 
part of the anatomy of a scam. 

• Data brokers who sell individuals’ data, al-
lowing scams to be hyper-targeted based on 
behavior, demographics, location, relation-
ships, purchases, and more.

• AI companies that facilitate the faster and 
easier creation of the content of the messag-
es – text, audio, images, and video.

• Robotexters, robocallers, caller-ID spoofers, 
underregulated ad platforms, videoconfer-
encing so#ware, and mass email platforms 
that facilitate the delivery of the scam con-
tent.

• Payment platforms, banks, crypto wallet 
providers, and more that facilitate the trans-
fer of funds. 

• Methods of reporting – which can be im-
proved on platforms like phone providers, 
email providers, social media companies, 
and more, where people o#en receive these. 

While not the focus of this report, there is also a 
concern about the growing market and adver-
tisement of “AI Agents” – tools that allow a user 
to have a program “take over” their device to 
complete a task like grocery shopping or cre-
ating documents. While they haven’t come to 
fruition entirely yet, many would require a trust-
worthy user to screen share and allow remote 
control.

!e normalization of AI Agents will leave people 
at a higher risk for “Tech support” scams, o#en 
a kind of imposter scam, which primarily targets 
seniors and relies on trust for screen sharing  to 
“help you” set up a device or something similar. 
A#er a slight dip in 2022, tech support scams 
roared back in 2023 and 2024. !e FBI saw 
increased tech support fraud targeting older 
adults, o#en directing victims to send cash via 
mail or wire. Losses from these scams in 2024 
were $1.46 billion dollars, up from 2023 (~$924M) 
which was up ~15% from 2022. In April 2025, Visa 
announced their interest in having users trust 
these AI agents with their credit card to make 
purchases autonomously – another layer of trust 
that can be abused by scammers.vii  

!is report will primarily illustrate the ways in 
which Generative AI companies are providing 
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platforms for the creation of scam content, as 
well as provide real examples of the harm per-
petrated by these types of tools and discuss 
what’s next. 

NON-EXHAUSTIVE EXAMPLES OF 
HOW AI PRODUCTS CAN EASILY BE 
USED FOR SCAMS 

With generative AI, entities, no matter who they 
are, can create content that can pass as real - 
especially via text and images, and increasingly 
video and voice. Although  this can lead to funny 
parodies or interesting uses, it also boosts the 
efforts of any scammers looking  to crank out 
content they can feed into whatever messaging 
service they like. !ese can include bulk messag-
ing services, or other distribution methods like 
comments on social media, ads, and phone calls.

While the focus of this report is on commercially 
available tools and how they’re used with regard 
to the present dangers, there are ways for users 
of a wide range of technological sophistication 
and resources to create their own versions of 
these tools with absolutely no moderation. !ose 
are substantially harder to track and could be 
harder to regulate – in the tools discussed below, 
the most widely used tools, there is a company 
facilitating and offering the product and allow-
ing you to use the output. 

TEXT-BASED SYSTEMS/CHATBOTS

Text-based AI systems are the most used Gen-
erative AI, the types behind ChatGPT, Claude, 
Gemini, MetaAI, Character.AI, and more. !ey 
come in a variety of forms, but the most com-
mon is an anthropomorphized “chat” that makes 

it look like you’re talking to someone, but are 
really “interacting” with a system that outputs 
content based off the models. It will o#en look 
something like this: 

!e companies rolling out these massive AI 
models into this format have a lot of choic-
es – what data they use to create the tool, the 
“tone” the bot will seem to have, and what 
content the system will respond to at all, as well 
as what form and content can be output. !ere 
are certain prompts that chatbots respond to 
with discouragement or something to the effect 
of, “sorry, I can’t help with that.” !ese include 
explicit calls for violent content or some things 
that are obvious – however, the practices seem 
to vary by user, time, and exact wording of a 
prompt or message from a user.viii  

In 2024, there was a common concern and dis-
cussion about the information companies will 
or won’t allow their AI systems to output about 
electoral candidates or election information, due 
to the significant stakes given the likelihood of 
incorrect or misleading information. However, 
even with a similar situation where it is specific, 
urgent, and time-limited, companies enforced 
norms inconsistently and without clear commu-
nication to the public. 

In attempts to quantify what type of content 
gets “refused” when attempting to elicit a chat-
bot’s output, researchers from Stanford showed 
that most prompts which clearly try to elicit out-
put to be used for harmful or illegal ways do not 
get blocked or filtered out.ix  

!is includes clear attempts at scams and fraud 
– although scams and fraud messages can be 
easily created using the most popular GAI chat-
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bots without being “obvious” and blocked even 
by more responsible operators. 

!e companies, who CFA argues have a respon-
sibility to limit the harm caused by the products 
they put out into the world, have these refusal 
rate decisions within their power.x  As illustrated 
in the chart, almost all models yield some de-
gree of refusal in some contexts. 

It’s not a matter of a clear policy – the compa-
nies take some degree of responsibility but fail to 
meaningfully protect consumers from the obvi-
ous uses. 

!e trend for moderation decisions is not prom-
ising. In February 2025, OpenAI further reduced 
the warnings/limits of their platform, in line 
with X’s and Meta’s decisions to align with the 
Trump administration and with the convenience 
of rejecting responsibility in the name of “free 
speech.”xi  

Text generation AI services, much like voice and 
video cloning platforms, must take proactive 
responsibility to mitigate the risks their technol-
ogies pose. 

As demonstrated in the FTC’s action against Ry-
tr—a company that provided AI tools enabling 
users to generate false and deceptive reviews—
the agency recognized that such platforms can 
be used as “means and instrumentalities” for 
unfair and deceptive trade practices. !e FTC’s 
final order against Rytr prohibits the company 
from advertising or selling services that facilitate 
the creation of consumer reviews or testimonials, 
underscoring the need for AI service providers to 
implement safeguards against misuse.xii 

Buried in OpenAI’s use policies, it says “Don’t 
repurpose or distribute output from our services 
to harm others—for example, don’t share output 
from our services to defraud, scam, spam, mis-
lead, bully, harass, defame, discriminate based 
on protected attributes, sexualize children, or 
promote violence, hatred or the suffering of 
others.”xiii  Rather than limiting the output it pro-
vides, it’s putting the responsibility on the user. 
It’s just a pinky promise not to use the messages 
it spits out, hidden in the terms of use policies. 

As the next several pages illustrate, it’s easy to 
create the content for a common scam that uses 
bitcoin and creates urgency, as well as allows for 
quick and large-scale customization:
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A"er writing “personalize 
it with common US cities 
and it just said “Sarah in 
New York” I added this to 
make it more realistic:

 

A"er continuing to in-
teract with the bot and 
asking it to personalize 
the messages based off 
common US names in 
common US cities, it spat 
out 30 options and includ-
ed real hospitals in those 
cities. I was testing this 
to determine how quickly 
and easily these texts ask-
ing for a bitcoin transfer 
can be scaled and person-
alized:
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Beyond just those 30, it was easy to expand this 
type of generation to 100 personalized texts:  
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MORE EXAMPLES OF TEXT-BASED AI 
SCAMS: 

• Romance scams: Romance scammers also 
use generative AI to appear more authen-
tic and manage multiple victims. Research 
uncovered a toolkit dubbed “LoveGPT” that 
integrates ChatGPT to create fake dating 
profiles and even chat autonomously with 
targets on apps like Tinder and Bumble. It 
can generate attractive profile bios (e.g., 
posing as a “passionate poet” or a “trav-
el enthusiast”) and handle conversations, 
even checking messages and responding 
with templated flirtatious replies without 
human intervention.xiv  !e AI helps maintain 
24/7 contact, making the “relationship” feel 
genuine. Scammers ultimately steer victims 
toward sending money or investing in bo-
gus opportunities (a tactic known as “pig 
butchering”). U.S. o$cials have warned that 
AI content increasingly augments relation-
ship-investment scams to build trust before 
exploiting victims financially.xv  (Internation-
ally, similar AI romance scams, such as fake 
profiles in Europe and Asia using AI-generat-
ed photos and chat, have been reported.)

• Explicit crime-focused tools: !e surge in 
generative AI has spawned black-market AI 
chatbots explicitly for criminal use. One such 
tool, “FraudGPT,” has been sold on the Dark 
Web as a subscription service. It gives cy-
bercriminals a complete “toolset for a range 
of nefarious activities such as creating con-
vincing fraud emails, executing sophisticated 
phishing campaigns, generating malicious 
code, ... and more.”xvi Impressively (and dis-
turbingly), the seller of FraudGPT claimed 
over 3,000 subscribers with positive reviews, 
indicating strong demand. Similarly, variants 
like “WormGPT” have emerged. !ese AI 
agents enable even less-skilled bad actors to 
generate scam scripts, fake documents, and 
malware automatically. By removing lan-
guage barriers and human error from their 
schemes, scammers can dramatically scale 
fraud operations with AI-as-a-service.

• Investment and crypto scams: Fraudsters 
also deploy generative AI in investment 
cons, from Ponzi schemes to cryptocurrency 
scams. AI can produce entire fake websites, 

whitepapers, or chat interactions that lend 
credibility to a sham investment platform. 
!e FBI notes that criminals now “generate 
content for fraudulent websites for crypto-
currency investment fraud” schemes.xvii  Some 
scam trading platforms even embed AI-pow-
ered live chatbots to coach victims through 
depositing funds or to reassure those who 
get suspicious. We’ve also seen deepfake 
marketing: for instance, a deepfake video 
of Elon Musk was used in ads to promote a 
fake crypto giveaway, fooling victims into 
thinking a billionaire endorsed the scheme.xviii  
U.S. regulators (SEC, CFTC) have issued alerts 
about AI-driven investment frauds, noting 
that AI can falsify voices and images to mis-
lead investors. !ese AI-generated trappings 
make it harder for the average person to 
distinguish a legitimate investment from an 
elaborate scam.

VIDEO GENERATION/DEEP-
FAKES/AUDIO GENERATION/VOICE 
CLONING/AUDIO DEEPFAKES:

Commercially available tools allow a user to 
mimic someone’s voice and/or video– you 
might have come across a clear parody of Biden 
and Trump playing video games and talking 
about nonsensical topics, Instagram videos 
of Lebron James retelling tall tales from hun-
dreds of thousands of years ago, or Elon Musk 
purportedly advertising some obscure scam-
based tech platform in what’s meant to look like 
a podcast interview. Both voice and video tech-
nologies have rapidly evolved, posing serious 
threats to individuals and organizations. 
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Scammers have begun using the faces and voic-
es of famous people via deepfakes to lend credi-
bility to fraudulent products or investments. One 
Texas woman saw what “looked just like Elon 
Musk [and] sounded just like Elon Musk” offering 
an investment opportunity on social media, and 
she invested over $10,000 before discovering it 
was a scam.xix  Scammers have also fabricated 
videos of other public figures – from actors to 
government o$cials – endorsing bogus crypto 
exchanges, “get-rich-quick” trading systems, or 
miracle health cures. !ese clips are o#en used 
in online ads or fake news articles. U.S. regula-
tors (FTC, BBB) report a rise in deepfake celebrity 
scams, and internationally, police in countries 
like Australia have flagged incidents (e.g., a 
deepfake of a local TV host pushing a crypto 
scam). Using a trusted face is a powerful hook; 
victims may click the link or send money before 
realizing the “person” was a facsimile.

Voice cloning tools can now replicate anyone’ 
speech using just a few seconds of audio, o#en 
harvested from podcasts, interviews, phone 
calls, or social media posts like YouTube videos. 
Scammers have exploited this to impersonate 
loved ones—such as in “grandparent scams,” 
where a cloned voice mimics a distressed fam-
ily member to trick victims into sending money. 
!ese tools are both accessible and affordable, 

with platforms like ElevenLabs offering subscrip-
tions starting as low as $5 per month.xx 

According to a report by Consumer Reports 
earlier this year, major services including Elev-
enLabs lacked adequate safeguards to prevent 
misuse and o#en had weak or nonexistent au-
thentication protocols in place.xxi  Most platforms 
offering these services do not require the user to 
verify their identity or gain consent before creat-
ing or using another person’s voice or likeness.

Real-time video deep fakes using both vid-
eo and audio add another layer of deception. 
Scammers can use so#ware like DeepFaceLive 
or Avatarify to alter their appearance live on 
camera—changing their age, gender, race, or 
replicating someone else’s face entirely. As re-
ported by 404 Media, these tools have already 

“Our assessment shows that there are basic 
steps companies can take to make it harder 
to clone someone’s voice without their knowl-
edge—but some companies aren’t taking 
them. We are calling on companies to raise 
their standards, and we’re calling on state 
attorneys general and the federal government 
to enforce existing consumer protection laws—
and consider whether new rules are needed.”  
- Grace Gedye, report author. 
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been used in romance scams, where fraud-
sters deceive victims using fake visual identities 
during video calls.xxii  !ese tools o#en require 
nothing more than a standard webcam and can 
run on consumer-grade hardware, with tutorials 
widely available online. !e ease of use and low 
cost make this tech a potent weapon for decep-
tion.

!e implications are far-reaching. Vulnerable 
populations, especially the elderly, are prime 
targets, and current regulatory frameworks lag 
the pace of offerings. Detection remains chal-
lenging, especially in real time. To mitigate these 
threats, public awareness, authentication proto-
cols, stronger regulations, and investment in de-
tection technology are essential. As these tools 
become more powerful and widespread, the 
line between reality and fabrication continues to 
blur, demanding vigilance from both individuals 
and institutions.

MORE EXAMPLES OF VIDEO AND AU-
DIO-BASED SCAMS: 

• Kidnapping hoax calls with cloned voices: 
Scammers use AI voice cloning to simulate a 
loved one in distress, demanding ransom. In 
one case, an Arizona mother received a call 
with what sounded exactly like her daughter 
crying that “bad men” had her – it was an 
AI-generated voice mimicry as part of a fake 
kidnapping scheme.xxiii  Law enforcement 
warns that fraudsters leverage “fake audio 
or video recordings of people [victims] know, 
o"en asking for money to help them get out 
of an emergency.”xxiv Such calls prey on panic, 
urging immediate payment before the ruse 
can be uncovered.

• “Grandparent” or family-emergency im-
personation scams: Similar voice cloning 
tactics target relatives, especially seniors.
xxv  Scammers clone the voice of a grandchild 
or family member claiming to be in an acci-
dent, arrested, or otherwise in urgent trouble. 
!e FTC has cautioned that a caller asking 
for money urgently, especially via wire or 
gi# cards, is a big red flag. In one incident, a 
victim “got a call from her daughter’s phone 
and she sent $1,500,” believing her child 
needed bail money. Only later did she learn it 

was an AI-generated impostor. !ese AI-en-
hanced “family emergency” scams are on the 
rise, tricking Americans out of millions.

• Executive/CEO voice impersonation fraud: 
Criminals have cloned company executives’ 
voices to authorize fraudulent transfers. In 
2019, scammers mimicked the voice of a Ger-
man parent company CEO and convinced a 
U.K. subsidiary to wire them $243,000, be-
lieving the instruction was legitimate. More 
recently, British firm Arup lost approximately 
$25 million a#er criminals deep faked the 
voices (and on video, faces) of its CFO and 
other colleagues in a virtual meeting, tricking 
an employee into multiple bank transfers.xxvi  
Such AI-aided “business email compromise” 
schemes by phone are an alarming evolution 
of corporate fraud, now reported interna-
tionally (e.g., in Europe, Asia) and targeting 
companies of all sizes.

• Voice cloning to defeat security checks:  
Beyond person-to-person deception, 
AI-generated audio impersonates individu-
als to bypass authentication. !e FBI warns 
that criminals have “obtained access to 
bank accounts” by using cloned voice clips 
of the account holder.xxvii  For instance, if a 
bank’s phone system uses voice-recognition 
passphrases, a scammer with an AI copy of 
the victim’s voice could fool the system and 
gain account control. !is threat extends to 
any identity verification that relies on voice, 
showing how generative AI can subvert se-
curity measures and facilitate fraud without 
needing to engineer a human victim socially.

• Impersonation of executives on live video 
calls: Building on audio imposters, scammers 
now use AI-generated videos to impersonate 
people during live video meetings. Criminals 
used a CEO’s public photos and an AI voice 
clone to pose as him on a Microso# Teams 
call, even typing in the meeting chat while 
the deepfake video played in an attempt to 
authorize a fraudulent payment (which was 
luckily stopped).xxviii  Another incident oc-
curred in 2023 when a Hong Kong employee 
of a multinational company was tricked into 
transferring funds a#er attending a virtu-
al meeting where deepfake avatars of the 
U.K.-based CFO and others “participated.”xxix  
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Believing she had seen and heard her boss-
es; she approved roughly $25 million to the 
scammers’ accounts. !ese cases show how 
AI can infiltrate corporate processes by mim-
icking key personnel in real-time.

IMAGE CREATION: 

Image creation can be useful for scammers 
and is o#en central to clickbait or investment 
schemes perpetrated on social media. 

Image creation AI programs have dramatically 

advanced in recent years, allowing scammers 

to generate visuals that are startlingly realistic. 
!ese tools can create images and videos that 
mimic genuine photographs and recordings, 
making fraudulent messages appear authen-
tic and trustworthy. As a result, scammers can 
easily convince individuals to interact with them, 
believing that they are dealing with legitimate 
businesses or professionals.

One common scamming technique involves 
the direct use of these AI-generated images 

and videos in communication. Using emails, 
messages, or texts, scammers send visuals that 
appear to validate their stories—such as fake 
identification documents or misleading evidence 
of financial success. !e authenticity of these vi-
suals helps build trust with potential victims, who 
might then be tricked into disclosing personal 
data or transferring money under false pretens-
es.

Another particularly damaging scheme involves 
the misuse of images and videos featuring trust-
ed financial advisor personalities. Scammers 
digitally alter or recreate videos and pictures of 
these well-known figures to promote fraudulent 
investment opportunities. !ey capitalize on the 
authority and credibility that these personalities 
hold in the financial world. According to the FBI, 
such schemes have been a top method through 
which people have lost money to cybercrime. 
Victims, misled by the seemingly reliable en-
dorsements, end up investing in bogus schemes 
that promise high returns but deliver significant 
financial losses.

Harvard’s Misinformation Review studied the use 
of these AI image generation services on Face-
book groups and pages. categorizing scams when 
the images are used to “(a) deceive followers by 
stealing, buying, or exchanging Page control, (b) 
falsely claim a name, address, or other identifying 
feature, and/or (c) sell fake products.” xxx 

As Axios reported, it’s easy to use the free 
ChatGPT image generator to create bitcoin 
advertisements, fake job contracts, fake receipts, 
and forged cease-and-desist letters.xxxi 

!e use of AI-generated visuals in scams not 
only increases the volume and reach of fraud-
ulent messages but also makes it harder for 
potential victims to distinguish between real and 
fabricated content. 

Some platforms are making the problem worse 
– on X, for example, the bot account represent-
ing its AI product, Grok, will respond to a prompt 
to “Remove her clothes” under a user’s tweet and 
publish non-consensual intimate imagery of the 
user right below.xxxii 

Figure 3: Engagement Scam

Figure 2: Charity Scam
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!ese platforms have facilitated criminal behav-
ior especially targeting young women, as early 
as middle school and high school, with images 
that purport to be nude photos or pornographic 
videos of a student. !ese can be used for bully-
ing and extortion and has led to horrible out-
comes for countless kids.  

As the technology improves and becomes more 
accessible, scammers continue to refine their tactics 
by blending real elements with artificial ones. !is 
evolving threat reinforces the need for enhanced 
digital literacy and robust verification methods, en-
abling individuals and institutions to better protect 
themselves against these deceptive practices.
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MORE EXAMPLES OF IMAGE-GENER-
ATED AI SCAMS: 

• AI-generated hoaxes for charity scams: Visual 
deepfakes also influence people’s generosity. 
Scammers have fabricated shocking imagery 
(for instance, fake photos of natural disasters 
or war atrocities) to solicit charitable dona-
tions that they then pocket. !e FBI notes that 
criminals create “images of natural disaster 
or global conflict to elicit donations to fraudu-
lent charities.”xxxiii  A#er events like hurricanes, 
wildfires, or international crises, scammers 
circulate AI-created pictures of supposed vic-
tims (especially children or hard-hit commu-
nities) alongside pleas for help. !ese highly 
emotional deepfake images make the scam 
fundraiser (usually via social media or email) 
appear legitimate and urgent. Impostor char-
ity appeals have cheated Americans, and AI 
makes it even easier to misrepresent suffering 
for profit. Similar tactics have been observed 
globally, such as fake disaster photos used in 
charity scams in India and Africa. !e pub-
lic is advised to donate only through known 
organizations and be wary of heart-tugging 
images that can’t be verified, as they may be 
AI-generated bait.

• Synthetic identities and profile photos: Scam-
mers no longer need to steal real photos 
for fake profiles; they can generate realistic 
human faces using AI. Criminals create “be-
lievable social media profile photos” of people 
who don’t exist.xxxiv  !ese AI headshots are 
o#en perfectly average and attractive, which 
research shows can appear indistinguish-
able from real people and even be perceived 
as more trustworthy than genuine photos.xxvx  
Fraudsters use such synthetic faces on so-
cial media or dating sites to catfish victims, 
on professional networks (e.g., LinkedIn) to 
pose as recruiters or business contacts, and 
in phishing emails as the supposed sender’s 
avatar. Scammers fabricate entire personas 
by combining an AI-generated face with a 
compelling backstory (also AI-written). U.S. 
agencies have noted a rise in these phantom 
profiles in romance and confidence scams. 
One study found thousands of AI-generat-
ed profile pics on LinkedIn that were used 
for marketing or scams. Because the image 

isn’t of a real person, it evades reverse-image 
searches that might otherwise expose a fraud.

• AI-forged documents and IDs: Generative AI 
image tools can produce fake documents 
that look highly authentic. Scammers have 
started using AI to forge government IDs, fi-
nancial records, or credentials as part of their 
schemes.xxxvi  For example, an imposter might 
provide what appears to be a legitimate 
driver’s license or passport (with an AI-gen-
erated portrait and details) to “verify” their 
identity with a victim or a business. In some 
identity the# rings, criminals use AI to defeat 
online onboarding checks, creating synthetic 
but believable ID photos that match their fake 
identity. !e U.S. Commodity Futures Trading 
Commission recently warned that fraudsters 
use AI to create “fraudulent identifications 
with phony photos and videos that can ap-
pear very real” and “forge government or 
financial documents.” !is makes it easier to 
open bank accounts under false names, apply 
for loans, or trick victims into trust by “proving” 
a fake identity. Financial institutions are now 
training systems to detect AI-manipulated 
IDs, a cat-and-mouse game between scam-
mers and verifiers.

• Deepfake sextortion and blackmail: A disturb-
ing scam trend involves AI-altered explicit im-
ages. Malicious actors take innocuous photos 
(o#en from social media) and use AI to create 
pornographic deepfakes of the person, then 
threaten to share these fake nudes unless 
paid off.xxxvii  !e FBI has observed an uptick 
in reports of sextortion using AI-generated 
content, targeting both minors and adults. 
In these cases, victims receive an alarming 
message with what looks like compromising 
photos or videos of themselves. !e scam-
mer demands money (or real sexual content) 
under threat of sending the deepfake to the 
victim’s family, employer, or the public. Since 
the images “appear true-to-life in likeness”, 
victims can be easily terrorized into compli-
ance. Even though the explicit media is fake, 
the humiliation and damage can be very real 
if it spreads. Law enforcement globally has 
issued warnings about this AI-powered twist 
on sextortion, advising people to be cautious 
about images they share online.
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WHAT’S NEXT?

In 2025, a troubling trend emerged among 
major tech platforms to aggressively roll back 
moderation practices that were put in place to 
combat misinformation, hate speech, and harm-
ful content. !is shi#, driven by figures like Elon 
Musk at X (formerly Twitter), Mark Zuckerberg 
at Meta, and Sam Altman at OpenAI, reflects a 
dangerous embrace of “free speech absolutism” 
that aligns with the rhetoric of the Trump ad-
ministration. By prioritizing unfiltered expression 
over accountability, these leaders are disman-
tling safeguards that were designed to pro-
tect users from toxic content. !is retreat from 
responsible moderation not only emboldens 
extremist voices but also raises serious concerns 
about the implications for public discourse and 
societal safety, as platforms increasingly priori-
tize profit and engagement over the well-being 
of their communities.

!is lax approach to moderation is poised to ex-
acerbate the already rampant issues surround-
ing AI-generated scams and misinformation. 
As platforms loosen their content controls, the 
proliferation of deceptive AI-generated content 
will likely increase, making it easier for malicious 
actors to exploit unsuspecting users. !e lack of 
stringent oversight not only undermines trust in 
digital spaces but also places vulnerable indi-
viduals at greater risk of falling victim to scams. 
Companies must recognize their responsibility in 
this landscape and take proactive measures to 
enhance moderation practices. It is imperative 
that all organizations involved in the creation 
and distribution of content—especially those 
leveraging AI technologies—take responsibility 
for what they can do to stem the impact of these 
scams.

Regardless of the companies’ practices, gov-
ernment entities and consumers will have to be 
proactive to fight the impacts of the growing 
problems. 

POLICY RECOMMENDATIONS:

Maintain and ramp up enforcement of the imper-
sonation rules established by the Federal Trade 
Commission, including via the ‘Means and Instru-
mentalities’ doctrine. 
In 2024, the FTC promulgated a Government 
and Business Impersonation Rule. !e Imper-
sonation Rule makes it illegal to “materially and 
falsely pose as a government entity or o$cer, in 
or affecting commerce; or materially misrepre-
sent a$liation with a government entity, in or 
affecting commerce” and “materially and falsely 
pose as, directly or by implication, a business 
or o$cer thereof, in or affecting commerce; or 
materially misrepresent, directly or by implica-
tion, a$liation with, including endorsement or 
sponsorship by, a business or o$cer thereof, in 
or affecting commerce.” !e FTC has an oppor-
tunity to expand enforcement, and embrace the 
“means and instrumentalities” doctrine, which 
holds accountable not only those who directly 
defraud consumers but also from companies 
that knew or should have known that they were 
providing means and instrumentalities to enable 
such fraud, if the resulting consumer injury was 
a predictable consequence of the company’s 
actions.

Codify, strengthen and expand recent TCPA pro-
tections and enforcement.  
!e Telephone Consumer Protection Act (TCPA), 
enacted in 1991, restricts certain types of auto-
mated telephone dialing systems as well as the 
dissemination of artificial or prerecorded voice 
messages.xxxviii  It’s the reason you can ask to opt-
out of many robocalls, the reason the Do Not 
Call registry exists, and is supposed to require 
any telemarketer to get “prior express written 
consent” before making a call. !e Federal Com-
munication Commission (FCC) has strengthened 
the protections for and tried to limit the amount 
of robocalls and robo-texts using AI in recent 
years. However, the current FCC has looked to 
roll back regulations regardless of content, and 
the critical protections are at risk. 
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Pass a law explicitly exempting generative AI 
companies from Section 230, or otherwise place 
legal responsibility for reasonable content mod-
eration.  
Recent discussions around Section 230 of the 
Communications Decency Act have included 
attempts to explicitly bar artificial intelligence 
(AI) companies from its protections, particular-
ly through the bipartisan No Section 230 Im-
munity for AI Act introduced by Senators Josh 
Hawley (R-Mo.) and Richard Blumenthal (D-CT). 
!is legislation seeks to amend Section 230 to 
hold AI companies accountable for the content 
generated by their algorithms. Advocates for 
this change argue that AI-generated content 
can pose unique risks, including the spread of 
misinformation, harmful deepfakes, and other 
deceptive practices that may not be adequate-
ly addressed under the current framework. !e 
Hawley-Blumenthal bill aims to clarify that AI 
companies should be liable for the outputs of 
their systems, especially when those outputs can 
lead to real-world harm. !is legislative effort 
reflects growing concerns about the ethical im-
plications of AI technologies and the responsibil-
ity of developers to ensure that their systems do 
not contribute to societal issues. 

Establish transparency and explainability re-
quirements for all AI systems.  
Policymakers should mandate that AI compa-
nies provide clear and accessible explanations 
of how their systems work, including the data 
inputs, algorithms, and potential biases. !is 
should also include moderation details for com-
panies of a certain size. !is transparency can 
help identify vulnerabilities that scammers may 
exploit and identify the appropriate actors for 
responsibility. 

Establish mandatory reporting and information 
sharing practices. 
Policymakers should encourage or require all 
platforms used for creation and distribution of 
these scams to offer easy, one-click reporting to 
the appropriate authorities from the platform 
that they experienced the scam on. !is reduces 
a barrier to reporting and puts that additional 
work on the entity better positioned to do so.

Increase funding and resources for state enforce-
ment entities.  
Policymakers should allocate more funding and 
dedicated resources to state Attorneys General 
o$ces to enhance their ability to investigate, 
prosecute, and enforce against AI-enabled 
scams. Many scams target vulnerable popula-
tions at the state and local level, and state AGs 
are o#en best positioned to assist victims and 
hold perpetrators accountable. Additional staff, 
specialized training, and advanced investiga-
tive tools can empower state enforcers to more 
proactively monitor for AI-powered fraud, take 
swi# action, and deliver meaningful penalties. 
!is two-pronged approach - benefiting victims 
through restitution and compensation, while 
also serving as a strong deterrent against fu-
ture scams - can be a powerful complement to 
the other policy recommendations. Equipping 
state-level consumer protection agencies with 
the necessary resources is crucial to combating 
the growing threat of AI-enabled scams in com-
munities across the country.

Pass comprehensive privacy law mandate real 
data minimization in privacy laws.  
Data minimization is the concept that data can 
only be collected and used for a specific purpose 
requested or expected by a consumer. !is is of-
ten referred to as a ban on secondary data uses, 
including sales. !e development of new tech-
nologies like Generative AI systems shouldn’t be 
able to be built on people’s work, output, and life 
without actual informed consent.

Empower people to sue for harms they face in a 
privacy or AI law.  
A private right of action empowers individuals 
harmed by violations of privacy or AI laws to sue 
violators. While enforcement agencies are o#en 
well poised to address these harms, the incen-
tives are off when harms are not widely know-
able.
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TIPS FOR CONSUMERS

• Report your experience. In addition to the FBI, 
FTC, or your local police, report it on the plat-
form you experience it on (usually something 
like “report junk”) so that the platform can 
reduce your exposure moving forward. Seek 
assistance from the Identify !e# Resource 
Center, the Better Business Bureau Scam 
Tracker, and more in addition to reporting to 
the appropriate authorities. 

• Stay aware of the current scams and bad 
practices. Follow and support sources that 
chronicle scams to be aware of what to look 
out for and find solidarity – AARP Scam-
Watch, the Better Business Bureau Scam 
Tracker, the National Consumers League’s 
Fraud.org, the r/Scams forum on reddit, and 
your Attorney General’s consumer alerts are 
just a few.

• Talk about it with others. Discussing scams—
regardless of whether they resulted in mon-
etary loss or emotional distress—can be a 
powerful tool to combat these fraudulent ac-
tivities. Sharing your experience in a support-
ive and non-judgmental environment helps 
to reduce the stigma attached to falling 
victim to scams and encourages others to 
speak up as well. By openly discussing these 
incidents, communities can identify patterns 
and tactics commonly used by scammers, 
which in turn can alert more people to be 
cautious. Moreover, collective discussions can 
provide real-life insights that law enforce-
ment agencies and online platforms need to 
enhance their prevention and intervention 
strategies. Every shared experience contrib-
utes to a growing body of knowledge that 
can lead to improved warning systems, bet-
ter enforcement, and a safer digital environ-
ment for everyone.

• Pause and verify (for more, see the Take 9 
Seconds campaign) 

 » Be wary of when opportunities sound too 
good to be true or if they come unexpect-
edly. ---When in doubt, independently 
contact the company, organization, or 
individual the communication claims to 
be from to verify its legitimacy. Consider 
hanging up and trying to call back if you’re 
unsure.

 » Always verify the source – click on the 
email address in the “from” sign to see 
beyond the display name – if it has a long 
string of numbers of letters, or a misspell-
ing, or isn’t the same domain name as the 
entity they’re alleging to be from, don’t 
click on anything – report it. 

• Resist more invasive methods from entities 
you don’t already trust. Don’t allow people 
you don’t personally know to view and take 
over your screen to help fix a problem.
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